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● Real world setting
● Deficiency of users’ grading

● Cold Start Issue
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Introduction



● Score prediction

● Helpfulness prediction

● Ranking algorithm for 

recommendation

Comment Grading for Recommendation

Problems Preliminaries
● Dataset: Amazon Fine Food Reviews 
● Helpfulness measurement 

 

● Model error 
 

● System error 
 

h = sigmoid(Helpfulness_Denominator) ⋅
Helpfulness_Numerator

Helpfulness_Denominator

ϵ = Ex∼D(ypred − ytrue)

Δ = rankpred − ranktrue



Project Overview
We established an interactive system for joint grading and recommendation of user comments



Grading Prediction
• Input:  ProductID, UserID, 

ProfileName, Text

• Output: Score, Helpfulness

• Baseline: Neural Classifier based 
on LSTM 

• Our Method: Multimodal 
Multitask Classification via Fine 
Tuning on BERT



Experiment
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• Principles: sorting according to grading, score as 1st key&usefulness as 2nd key
• Baseline: always append the new comment
• Issue: Cold Start of ranking leads to system error
• Ideal system: always insert the new comment to the right place
• Hybrid system: trade off between model prediction and user rating

Recommendation System Design



• Initialization:

•

•

• Update Rule:

•

•

•

•

h0 = hmodel

y0 =
1
ϵ2

xt+1 = xt + zt, where zt ∼ B(1, htrue)
yt+1 = yt + 1

ht+1 =
xt+1

yt+1

ht+1 − ht =
xt+1yt − xt yt+1

yt yt+1
=

zt + ht

yt+1

Design a Hybrid System
• Notations:

•

•

•

xt : HelpfulnessNumerator at timestep t

yt : HelpfulnessDinomerator at timestep t

ht : Helpfulness predicted by system



•

•

•

•
    

•

•

ht+1 =
xt+1

yt+1
=

y0h0 + ∑t
i=0 zt

y0 + t

zt ∼ B(1, htrue)

ϵn =
n

∑
t=1

(zt − htrue) ∼ N(0,
1
n

)

t = y0 When
1

t
= ϵ

Let ϵ =
1
y0

y0 =
1
ϵ2

Error Analysis

•
•

Recap ϵ : Error introduced by model prediction
Consider Noise introduced by sampling



• Given ,   is approximately subjected to a gaussian distribution

• Which variance is proportional to 

ϵ Δ
ϵ

Induced System Error



Simulation Results

Helpfulness initialization settings Denominator initialization settings



Simulation Results



Conclusion and Future Work

• Accuracy of prediction model decides the initial performance of comments ranking 

• System dynamics affects the convergence of helpfulness to ground truth 

• Fusion module of multimodal classifier can be improved  
• Ranking will be more accurate given more fine-grained labels 
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