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s e Group Members:
Hengyi Wang
Yaofeng Sun
Jiaqi Xi
e We are undergraduates from EECS, PKU
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Introduction

Ratings and reviews 0 ¢ YouTube 4.3+
Ratings and reviews
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Most mentioned in reviews
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e Real world setting 4.3 :

33225918

[ ] Deficiency Of users, grading useful easy to use too many ads HD videos

Playing videos 93% Free content 93% HD content 92%

® COId Start ISSUe All Most relevant =
° Kevin Stowell : 0 S :

*okkkok 11/23/18

© *kkk ok 11/23/18
. .
-. Well | think that unless you get premium this app would Well | think that unless you get premium this app would
. be run of the mill. With premium | can have free use of be run of the mill. With premium | can have free use of

i YT music which is a great music app and best of al YT music which is a great music app and best of all no
commercials on YT and only limited commercials on YT
Music. It is well worth the 10 bucks a month or so. One
problem is | have been charged for YT TV and have never
watched any programming on this channel. 56 bucks a pop
is something that would have to consider canceling this fine
6 Dan Thomas : app if | don't get my refund in the next week or so. | been a
loyal customer of YTube premium for close to if not 2 years.

Was this review helpful? Yes No

* ok 11/22118 I realize that does not include YT TV. But one would think |
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Problems

e Score prediction

e Helpfulness prediction
e Ranking algorithm for

recommendation
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Preliminaries

Dataset: Amazon Fine Food Reviews
Helpfulness measurement

h = sigmoid(Helpfulness_Denominator) -

Model error

€ = Ex~D(ypred - ytrue)

System error

A = rank,,,, — rank,

rue

Google ML Winter Camp
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Helpfulness_Numerator

Helpfulness_Denominator

HelpfulnessNumerator HelpfulnessDenominator Score
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Summary
1303862400 Good Quality Dog Food
1346976000 Not as Advertised
1219017600 "Delight" says it all
1307923200 Cough Medicine
1350777600 Great taffy
1342051200 Nice Taffy
1340150400 Great! Just as good as the expensive brands!
1336003200 Wonderful, tasty taffy
1322006400 Yay Barley
1351209600 Healthy Dog Food
1107820800 The Best Hot Sauce in the World

Text

I have bought several of the Vitality canned dog food produc
Product arrived labeled as Jumbo Salted Peanuts...the peanut
This is a confection that has been around a few centuries. It
If you are looking for the secret ingredient in Robitussin I bel
Great taffy at a great price. There was a wide assortment of
I got a wild hair for taffy and ordered this five pound bag. Tk
This saltwater taffy had great flavors and was very soft and ¢
This taffy is so good. It is very soft and chewy. The flavors ar
Right now I'm mostly just sprouting this so my cats can eat th
This is a very healthy dog food. Good for their digestion. Alsc

I don't know if it's the cactus or the tequila or just the unique

Comment Grading for Recommendation
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Project Overview

We established an interactive system for joint grading and recommendation of user comments

new user rating

reranking
.
: user comment deficient RIS IR rankin f:crgr;ﬁ::tdation
prediction model system
ranking
complete
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Grading Prediction

* Input: ProductID, UserID,
ProfileName, Text

* Output: Score, Helpfulness

v - Baseline: Neural Classifier based
R on LSTM

-__ » Our Method: Multimodall
- . Multitask Classification via Fine
....... L gemTuning on BERT

comment

product_id

user_id

—_—

time_id
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Weight sharing(Multi Task)

T

BERT

embedding

embedding

embedding

768d

64d

64d

64d

fusion

—— | FC classifier

—— | FC classifier

_ score

— helpfulness
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Experiment

Score(F1)

SingleLSTM
SingleBERT
BERTMulModM
BERTMulModMulTask

A
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Table 1: Model Comparison

Model Score (Acc.) Helpfulness (Acc.)
SingleLSTM 47.4% 33.3%
SingleBERT 51.3 % 35.9 %
BERT MulMod 51.5 % 359 %
BERT MulMod MulTask  50.7 % 34.4 %
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Experiment

Helpfulness (F1)

0.40 - EEN SingleLSTM
= SingleBERT
4 dM .

0 : gggm::mdmmsk Table 1: Model Comparison
030 - Model Score (Acc.) Helpfulness (Acc.)
0.25 - SingleLSTM 47.4% 33.3%

" 0.20 SlngleBERT 51.3 % 35.9 %
015 | BERT MulMod 51.5 % 35.9 %
010, BERT MulMod MulTask  50.7 % 34.4 %
0.05 4

) 7% 1 2 3 4 5
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Training Loss Test Loss
- SingleLSTM - SingleLSTM
~— SingleBERT ~— SingleBERT
35 1 ~— BERTMulMod 451 —— BERTMulMod
= BERTMulModMulTask = BERTMulModMulTask
30 - 40 4
a
L
25 4 35 -
20 1 30 -
0 250 500 750 1000 1250 1500 1750 2000 0 1 2 3 4 5 6
Batch Epoch
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Recommendation System Design

* Principles: sorting according to grading, score as 1st key&usefulness as 2nd key
Baseline: always append the new comment

Issue: Cold Start of ranking leads to system error

ldeal system: always insert the new comment to the right place
Hybrid system: trade off between model prediction and user rating

19 quaker oatn
20 a back i orde
21 i order stuff
22 ithoughiw
23 i pick box gc
24 of 34k cup !

27 do purchas -
28 give reason
29 even sale pr
30 to make edi

1

[N NS RSN PN

IS

3

N NN N W W

25 i deserv iet

=R

19 YyudRrer valll
20 a back i ord¢
21 i order stuff
22 ithoughiw
23 had crave sc
24 i pick box g¢
25 of 34k cup:
26 i deserv get
27 do purchas
28 give reason
29 even sale pr
30 to make edi

PP, A~ADMNEPDSMDMOOOERE R

P P EFRPEFEPNNMNNDNDNDNDNDOWWCO

A Grow with Google ProGrAM
AWK g



A Grow with Google ProGrAM
BT g

Design a Hybrid System

Notations:
* x,: HelpfulnessNumerator at timestep t

* y,: HelpfulnessDinomerator at timestep t

h, : Helpfulness predicted by system

N——
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Initialization:
ho = Myoger
1
. Vo= =2
Update Rule:
- X,y =X, +2, where z, ~B(1, h,,,,)
© V1 =y t1
hy = Tl
YVet1

X1 Ve — X Vet z,+h,
ht+1 - ht = =

Vi Vi+1 Vi1
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Error Analysis

t
Xipl Yoho + 2o %
YVi+1 Yot 1
R B(l’ htrue)

L 1
6= 2 G i) ~ N0
=1

- Recap € : Error introduced by model prediction g =

- Consider Noise introduced by sampling

1
1=y When — =€

\/;

Let € = ——
. \/y_()
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Induced System Error

.- Given €, A is approximately subjected to a gaussian distribution

- Which variance is proportional to €

100 A
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X Score error
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Simulation Results

System error (position)

System rectification rate comparison

A

o

250 +

200 A

150 A

100 A

50 -

—— Our System

—— Baseline System

50 100 150 200 250 300 350
Time span

Helpfulness initialization settings

System error (position)
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Model Confidence

— n=1/(e"2)
80 1 — n=2/(e"2)
— n=0.5/("2)
60
40 <
20 A
0 -
T T T L J T
200 400 600 800 1000

Time span

Denominator initialization settings
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Simulation Results

System error (position)

A
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Model Comparison

—— SingleLSTM
140 - —— SingleBERT
—— BERTMulModMulTask
120 -
100 A
80 A
60 -
40 -
20
0 50 100 150 200 250 300 350 400
Time span
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Conclusion and Future Work

 Accuracy of prediction model decides the initial performance of comments ranking
» System dynamics affects the convergence of helpfulness to ground truth
» Fusion module of multimodal classifier can be improved

» Ranking will be more accurate given more fine-grained labels
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